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The content of large scale data bases 
can be generated automatically

• The content of large scale data bases can be extracted 
automatically from different data sources

• Two representative cases are presented:
• Yago

• Nell

2



Yago was generated automatically 
using different information sources

• Yago: Yet Another General Ontology
• Goal of the project: extract knowledge automatically from

large information sources (e.g., web data)
• The project was developed in the Max Planck Institute for 

Computer Science (Germany)

Fabian Suchanek

[Suchanek et al., 2007]
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Yago extracted knowledge from three main sources

Wikipedia

(geographical 
names, toponyms)

(e.g., categories, 
infoboxes, etc.)

(e.g., synonym sets, 
hyponymy) 
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350 K classes
100 relations
-----------------------------

10 M entities (instances)
120 M facts



• Turtle format (based on RDF):

#@ <id_42>
<Elvis_Presley> rdf:type <person>

<id_42> <occursSince> "1935-01-08"
<id_42> <occursUntil> "1977-08-16"
<id_42> <extractionSource> 
<http://en.wikipedia.org/Elvis_Presley>

• Includes:
– Fact identifiers (unique to Yago)
– Temporal and spatial dimensions

Yago represents knowledge using 
triples subject-relation-object
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Layer 1: Root: 
– Resource: rdfs:Resource
– Thing: owl:Thing

Layer 2: WordNet classes:
– Singer:

<wordnet_singer_110599806> rdfs:subclassOf ...

Layer 3: Wikipedia categories:
– American rock singer:

<wikicat_American_rock_singers> 
rdfs:subclassOf <wordnet_singer_110599806>

Layer 4: Instances:
– Elvis Presley:

<Elvis_Presley> rdf:type <wikicat_American_rock_singers>

Yago uses a taxonomy with 4 layers
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http://www.mpi-inf.mpg.de/departments/databases-and-information-
systems/research/yago-naga/yago/

Website:
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Example: Musician
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Example: Musician
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Example: Elvis Presley



Companies founded in the last 3 decades, together with their founders
Example query
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• Strengths
– Large number of instances (10M) and large number of facts about 

these instances (120M)

– Spatial and temporal references

– High accuracy 95% (manually evaluated of a sample of facts)

• Weaknesses
– Few relations (130 relations)

– Limited representation and limited inference (triples, taxonomic)

– Medium number of general knowledge (350K classes)

– Limited knowledge sources (Wikipedia, WordNet, ...)

What are the strengths and the weaknesses of Yago?
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Tom MitchellResearch team

Nell generates the content of the 
knowledge base in an iterative loop

• Nell: Never-Ending Language Learning
• Nell extracts knowledge automatically from web data using

what it has been learned to learn new things
• The project was developed in the Carnegie Mellon

University

[Mitchell et al., 2015]
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Knowledge
extraction
(continuous
operation)

Nell
knowledge

base

Nell extracts knowledge from web resources

Web resources 
(corpora)

300 categories
900 relations
2M beliefs
(size in 2015)

500 million 
web pages 

14



Nell uses several specialized 
components to extract knowledge
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The architecture in 2015 included
eight components to extract knowledge
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• Categories (330):
– person, musician, sportsTeam, fruit, emotion

• Relations (934):
– playsInstrument(musician, instrument)
– playsOnTeam(athlete, sportsTeam)

• Instances (2M):
– Barack Obama is a person
– Barack Obama is a politician
– <George Harrison, guitar> is an instance of playsInstrument().
– <Jason Giambi, Yankees> is an instance of playsOnTeam()

Nell represents knowledge with categories and relations
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Web site: http://rtw.ml.cmu.edu/rtw/
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Example: music instrument
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Example: guitar
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Example of relation
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Neil (Never Ending Image Learning) 
extracts knowledge from images
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bike inScene
trafficJam

bike occursAt park

pedals partOf bike
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Neil examples



• Strengths
– Learned things help to learn new things
– Uses a combination of methods for knowledge extraction
– Includes knowledge extraction from images (Neil)
– More than 2M beliefs (in 2015)

• Weaknesses
– Limited representation based on few categories (300) and few 

relations (900)
– Limited inference

What are the strengths and the weaknesses of Nell?
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